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“B
ig Data” is only one way the Internet has 
changed contemporary business, but it’s one 
that affects the business of insurance uniquely. 
In every field, exotic systems for processing 

data, paired with new (and newly massive) sources 
of information, have transformed the act of making 
business decisions, introducing automated elements 
that reason in genuinely novel ways. But the deci-
sionmaking process is precisely where the laws and 
regulations that govern the insurance industry focus 
their attention. Because the express goal of those 
laws and regulations is to make that process more 
humane, Big Data is unsettling some of the funda-
mental premises of how insurance operates.

Insurance law intrudes into the deliberations of 
decisionmakers to a remarkable degree. There are 
rules (for example) that prescribe what customer 
attributes insurers may take into account when 
pricing their products;1 whether they may think 
about their own interests when settling lawsuits 
against policyholders;2 when potential harm to 
disadvantaged communities must be the deciding 
factor in a choice between two strategies;3 what 
structural features insurers may factor into estimates 

of a building’s future replacement costs;4 and how 
much information they must collect before denying 
a property claim.5 There are even laws that make 
insurers responsible for regulating the way their 
customers decide which coverage to buy.6 In many 
circumstances, the steps by which an insurer arrives 
at its decisions have greater legal significance—and 
create greater exposure—than the results the deci-
sions produce. 

These laws and rules are also remarkable in 
another way: They have been developed from the 
premise that insurance is “affected with a public 
interest,” because it has “a reach of influence and 
consequence beyond and different from that of 
the ordinary businesses of the commercial world.”7 
Decisionmakers in every walk of life have a legal 
obligation to behave “reasonably,” but, for insur-
ers, that standard embraces far more than logic. 
“The [insurer’s] obligations … encompass qualities 

Continued on page 3
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of decency and humanity … .”8 Insurers must “be 
actuated by good faith … and practice honesty and 
equity,” having “due regard” for every policyholder.”9 
In other words, the explicit aspiration of insurance 
law is to make insurance decisions reflect the chari-
table and compassionate impulses of human beings. 

Big Data systems are an uncomfortable fit within 
those laws, because they create technological buffers 
between human decisionmakers and the processes by 
which a business collects, assesses, and acts on infor-
mation. Insurers that use the latest automated systems 
and tools may be unable to determine the source of 
the data on which they rely, or even what kinds of 
information their system considers. Before the deci-
sionmaker can act on it, information might be orga-
nized, analyzed and presented by machine-learning 
algorithms which the insurer cannot explain, or even 
discover. In some cases, the company’s response to 
new developments can be determined and imple-
mented with no human input at all. 

The job of applying insurance rules to these new 
systems is conducted primarily by state-level insur-
ance departments and courts. Many key players in 
those institutions—regulators, trial judges and plain-
tiffs’ counsel—absorbed the concepts of insurance law 
when artificial intelligence existed only in science 
fiction. When a “black box” becomes an element 
of an insurer’s decisionmaking process, it can raise 
suspicions that the spirit of insurance regulations and 
the humane values behind insurance laws are being 
overridden or neglected. Insurers who provoke that 
reaction can find it extremely costly. 

The pressure on insurers to exploit Big Data 
comes from many sources, including the changing 
expectations of consumers, the self-proclaimed dis-
ruptors of “InsurTech,” and the ever-present necessity 
of reducing costs. Added to these is the important 
fact that Big Data can strongly promote the public 
interest, because automated systems can dramatically 
improve both the customer experience and customer 
safety. In the near future, insurers will have integrated 
Big Data into every facet of their operations, from 
marketing and underwriting to claims handling and 
investment. It is therefore imperative for insurance 
professionals to understand both the legal constraints 
on their decisionmaking and the limits and pitfalls 

of information technology—and to do so before their 
companies develop, purchase or put in place the new 
generation of systems and tools. 

The first part of this article reviews the nature of 
the information that fuels Big Data, the new technol-
ogy for processing that information, and the ways that 
technology can be put to use for insurance. It will 
show how Big Data can distance business actors from 
both the information that drives their decisions and 
the processes by which choices are made. The second 
part considers some aspects and realities of insurance 
law that could be especially sensitive to these novel 
features of business practice in the Big Data era. Both 
parts focus primarily on property-casualty insurance. 

THE MODERN ORACLE: WHAT 

DO WE TALK ABOUT WHEN WE 

TALK ABOUT “BIG DATA”?

“Big Data” has no single definition; it is used to 
describe a variety of recent developments in auto-
mated systems for analyzing information.10 In gen-
eral, processes that earn the name “Big Data” differ 
from the decision tools and digitized systems of the 
recent past in two ways. First, Big Data handles vastly 
larger amounts of information, including data from 
sources that previously were either inaccessible or 
nonexistent. Second, Big Data systems analyze that 
information in new ways, especially because of their 
heavy reliance on artificial intelligence and machine 
learning. 

WHAT DATA IS BIG DATA?

The Big Data revolution is propelled by a vast 
and growing trove of information about people and 
the world in which they live. People are scrutinized 
both individually and in the aggregate, while their 
environment is probed for facts about everything 
from long-term environmental trends to recent roof 
repairs. The Internet has increased this scrutiny in 
several different ways: (1) by making information 
both public and easily available; (2) by facilitating 
the communication of non-public information to 
interested parties; (3) by stimulating the market for 
data; and (4) by engendering new categories of infor-
mation that can be sold.

Big Data and Insurance:
from page 1
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The Brokers 
At the apex of the new market are data brokers 

that collect and process nearly unimaginable quanti-
ties of information. One of them, Acxiom, says it 
has intelligence on 700 million individuals,11 which 
could (among other things) reveal “3,000 propen-
sities for nearly every US consumer.”12 Another, 
TowerData, offers “demographic, interest and pur-
chase data on 80 [percent] of [United States] email or 
postal addresses.”13 

Brokers sell that information to businesses in 
every industry, from the largest players to purveyors 
of niche products and services. Acxiom’s Web site 
claims that its customers include, among many other 
businesses, “9 of the top 10 insurance providers.”14 

Old Sources in New Places
The information brokers sell comes from practi-

cally everywhere. Government agencies have long 
collected or recorded information about large-scale 
trends in such areas as climate, business, health, 
demographics, workplace safety, and highway traffic, 
as well as local and personal events, such as births, 
arrests, and property sales. Much of this information is 
now immediately available to data brokers and others 
through the agencies’ reports, databases, and special 
Web resources. Even information that still appears 
exclusively on paper records, in courthouses or halls 
of records, is now being collected by specialty busi-
nesses for sale into the data market.15

In the past, the public also had access to facts 
presented by reporters, scholars, and scientists in 
news media and specialty periodicals. Organizations 
and individuals published bulletins and reports about 
their own activities, and businesses engaged in adver-
tising and public relations. The Internet has made 
all this information both searchable and far more 
easily accessible. It also has spawned modern variants 
of these traditional media, including e-zines, Web 
sites, blogs, and social media. Data brokers and data 
consumers review and draw from all of these sources. 
Cytora Ltd., a British firm, offers to help insurers 
evaluate commercial risks by using a “risk engine” 
that “ingest[s] over 100,000 web sources,” including 
“company websites, news media, social media … [and] 
government datasets.”16 A broker called “Recorded 
Future,” which specializes in “threat intelligence,” 
reports that it “constantly scans hundreds of thou-
sands of … news publications, high-caliber blogs, 

social media platforms, paste sites … [and] govern-
ment websites,”17 as well as 400 sites on the so-called 
“Dark Web.”18

You, the Data
Over many years, businesses have obtained piles 

of information from and about the customers they 
serve; recent developments in computing make it pos-
sible to retrieve and process that information, some 
of it for the first time. The data includes information 
that customers provided knowingly and deliberately, 
for example, in loan or insurance applications, or in 
claim forms submitted under healthcare, property, or 
automobile insurance policies. That information is 
now a commodity; Corelogic, for example, maintains 
a database containing over 96 million mortgage appli-
cations.19 Today’s insurance customers also agree to 
provide new types of information, through telematic 
devices that monitor driver behavior20 or workplace 
practices.21 

Consumers create additional records by par-
ticipating in voluntary transactions, such as making 
retail purchases or subscribing to magazines. Retailers, 
catalog companies, and magazines offer all of those 
records to data brokers.22

Potentially even more important is the informa-
tion that customers reveal about themselves, wit-
tingly or not, by using the Internet and dealing 
with “consumer-facing” businesses. The new fields 
of “psychoinformatics”23 and “personal analytics”24 
seek to derive insights about “latent personal attri-
butes”25 from “human-device interaction,” such as 
the behavior people manifest when they type words 
into search engines, publish statements on Twitter, 
click the “like” button on Facebook, visit certain Web 
pages, use self-monitoring devices, or publish content 
in blogs. A recent book about Big Data and social 
research contends that “online sources get people to 
admit things they would not admit anywhere else. 
They serve as a digital truth serum.”26

Studying these interactions has some method-
ological advantages over older techniques of psycho-
logical research: The raw data is not affected by the 
subjects’ biases or memory lapses, and there is far more 
of it than can be captured in traditional experiments. 
Also, practitioners claim it works: “a growing number 
of studies present empirical evidence that data from 
human-machine interaction … can be investigated 
to successfully predict psychological variables.”27 
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“[R]elatively basic digital records of human behavior 
can be used to … accurately estimate a wide range of 
personal attributes,” including “sexual orientation, 
ethnicity, religious and political views, personality 
traits, intelligence, happiness, use of addictive sub-
stances, parental separation, age, and gender.”28

In particular, researchers mine data for clues 
about certain defined personality traits that have 
been found to “enable[ ] prediction of both behaviour 
and preferences …[,] from arriving on time and job 
performance, to drug use and infidelity.”29 At least 
one study concluded that computers, by reviewing 
Facebook “likes,” can assess these personality traits 
more accurately than a subject’s friends, family, spouse 
and colleagues; “for some outcomes, [the computers] 
even outperform the self-rated personality scores.”30 
The researchers speculated:

[I]n the future, people might abandon their 
own psychological judgments and rely on 
computers when making important life deci-
sions, such as choosing activities, career paths, 
or even romantic partners.31

As the researchers themselves point out, the 
data and conclusions of psychoinformatics can be 
exploited for commercial purposes, such as advertis-
ing and marketing.32

Consumers tell other stories about themselves 
through the “Internet of Things”—“smart” devices 
that relay information to remote locations in order 
to perform their functions. Information from these 
sources does not depend on inference or psycho-
logical theory. Smart clothing and smart appliances 
accomplish goals for consumers, while also allowing 
businesses to collect accurate and objective data 
about exercise habits33 or grocery purchases.34 Some 
talking dolls now rely on voice-recognition software 
to respond to what children say to them; they use 
Bluetooth devices that instantly transmit a child’s 
remarks to the cloud for decoding. Citing privacy 
concerns, the German government outlawed one 
such toy (reporters had started calling it “Stasi-
Barbie”), but the doll is still available in the United 
States.35 

On top of all that, the “clickstream data” of 
almost any company with a Web presence (i.e., the 
record of users’ page views and other interactions with 
a Web site) can be mined for marketing insights. The 

“site-centric” results of multiple businesses can be 
combined to produce “user-centric” data, establish-
ing precise, individual records of consumers’ online 
behavior.36 

For these reasons, businesses of all kinds—
including clients of the largest data brokers—have 
entered the data market as sellers. 

Data Hides in Plain Sight
Access to some forms of consumer information 

is regulated by law; for example, the Fair Credit 
Reporting Act (FCRA)37 governs the use of certain 
information “bearing on a consumer’s credit wor-
thiness, credit standing, credit capacity, character, 
general reputation, personal characteristics, or mode 
of living.”38 Companies that sell this information 
(“consumer reporting agencies”) generally must be 
prepared to disclose to the affected consumers the 
sources and contents of the reports they prepare.39 But 
FCRA was written to deal with agencies that assign 
credit scores, not brokers who scan blogs and social 
media sites. Despite the breadth of FCRA’s language, 
much of today’s data market is unregulated:

The current statutory framework for consumer 
privacy does not fully address new technologies—
such as the tracking of online behavior or 
mobile devices—and the vastly increased mar-
ketplace for personal information, includ-
ing the proliferation of information sharing 
among third parties. With regard to data used 
for marketing, no federal statute provides con-
sumers the right to learn what information is 
held about them and who holds it. In many 
circumstances, consumers also do not have 
the legal right to control the collection or 
sharing with third parties of sensitive personal 
information (such as their shopping habits 
and health interests) for marketing purposes.40

In 2014, the US Federal Trade Commission 
(FTC) observed that it can be “virtually impossible 
for a consumer to determine the originator of a par-
ticular data element.”41 A similar point can be made 
about businesses that put consumer data to use. If a 
vendor obtains information by “constantly scan[ning] 
hundreds of thousands of Web sources,” its customers 
might not be able to pinpoint the source of every data 
element. 
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Moreover, data often is provided to end-users as 
a component of proprietary systems for specific busi-
ness functions, such as predictive modeling, identity 
resolution, and fraud detection. Thus, a business 
might use data in a highly sophisticated and effective 
way, without being able to determine where the data 
comes from or even, in some cases, what it is.

WHAT DOES BIG DATA DO?

In one way, it’s fair to say that the tools and sys-
tems associated with Big Data do exactly what insur-
ance actuaries have always done: They use statistical 
analysis of historical information to discern patterns, 
classify new occurrences, and make predictions. The 
thing is, “information” and “analysis” aren’t what 
they used to be. For the reasons just discussed, new 
systems analyze quantities of information that are 
exponentially greater than anything previously avail-
able, and the origins and nature of that information 
differ fundamentally from the resources of the past. 
The challenges posed by this explosion of data have 
been met with increased computing capacity; accord-
ing to Hewlett Packard, an upcoming version of its 
newest product will have 4,096 yottabytes of memory. 
That will be 250,000 times the amount needed to 
hold all of the data that is currently stored in the entire 
world.42 The newly powerful computers also use new 
techniques for modeling information.

Machine Learning
The most dramatic claims about Big Data involve 

systems using artificial intelligence—processes that 
mimic subtle aspects of human reasoning, such as the 
ability to decode a sentence that has more than one 
possible meaning. The newest developments in artifi-
cial intelligence depend on various forms of machine 
learning.

A computer program typically consists of a set of 
instructions that direct the performance of a specific 
task. “Machine learning” describes processes by which 
systems can be programmed to revise those instruc-
tions on the basis of new information. In that way, 
some systems can progressively improve their perfor-
mance, without any additional human intervention. 

In an early example, a checkers-playing computer 
was programmed to make whatever move produced 
the highest probability of winning for any given 

configuration. Initially, those probabilities were esti-
mates, based on expert opinions found in a “Guide 
to Checkers.” The computer then played thousands 
of simulated games, and it used the aggregated results 
to modify the probability score associated with each 
move. The computer’s ability to play the game visibly 
improved within a matter of hours.43 The improve-
ment is related to the law of large numbers: A large 
number of trials will produce an average result that 
is close to the true probability of the predicted 
phenomenon.

A modern machine learner might predict the 
future replacement cost of a home, by taking his-
torical data on home repairs and plotting the cost of 
replacement against a selection of other variables, 
such as purchase price, age, and square footage. 
The plot line could be expressed as a mathematical 
function—a formula that combines and processes all 
the other variables to produce a value for replacement 
cost (the “output variable” or “target variable”). This 
process is called a “regression.” Over time, as actual 
houses have to be replaced, and as the actual cost of 
replacing them is added to the historical data, the 
plot line derived from that data—together with the 
function that expresses it—would change. If the right 
variables were selected in the first place (i.e., if the 
model uses variables that are strongly correlated to 
replacement cost), then the system should become 
progressively more accurate. 

Unsupervised Learning
This process is referred to as “supervised learn-

ing,” because it is aimed at providing information 
about a pre-selected output variable (in this case, 
the replacement cost), and because someone outside 
the system tells the computer which values for that 
output variable are correct. As the examples show, 
supervised learning is nothing new. But the recent 
availability of huge quantities of data has created both 
a need and tremendous opportunities for data min-
ing based on “unsupervised learning.” Unsupervised 
learning does not involve a predetermined output 
variable. Instead, using techniques such as “neural 
networks” and “clustering,” the system searches data 
for patterns, structures, or characteristics that humans 
haven’t yet thought to look for. 

The aim in unsupervised learning is to find 
the regularities in the input, to see what 
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normally happens. There is a structure to the 
input space such that certain patterns occur 
more often than others, and we want to see 
what generally happens and what does not.44

To take advantage of this technique, the system 
for predicting replacement costs might add a “partial 
regression.” Through unsupervised learning, the sys-
tem will identify variables that might be correlated 
with replacement cost. It will progressively incorpo-
rate those new variables into the underlying function, 
and then it will keep or discard the new variables, 
based on the accuracy of the resulting predictions. A 
similar approach allows businesses to divide their cus-
tomers into segments, based on shared characteristics 
that might previously have been unsuspected.45 Not 
all those characteristics will turn out to be important, 
but the ones that are can then become targets of 
supervised learning. 

The combination of supervised and unsupervised 
learning is important especially for dealing with the 
newly-available mass of unstructured data, such as 
YouTube videos, recordings of telephone calls, and 
other human-device interactions, which are not 
organized into the fields of traditional databases. By 
finding the unsuspected patterns among the pixels of 
digitized images, computers can “learn” to recognize a 
face that has been photographed at different angles, 
under different lighting conditions, and even at dif-
ferent stages of life; and they can then pick out that 
visage from among thousands of others.46 In the field 
of “facial analytics technology,” one company claims 
it can now “extract[ ] information on the biological, 
genetic and behavioral traits of an individual” from 
an analysis of the subject’s face, and then “link[ ] 
these traits to variations in mortality risk.” According 
to this company, it is now possible to underwrite life 
insurance, primarily on the basis of a portrait photo 
transmitted from the applicant’s cell phone.47

Hook-Up Culture
The proliferation of smart devices does not just 

provide new opportunities for collecting data; it also 
can integrate data collection with data-driven deci-
sionmaking and action. In Japan, for example, mar-
keters have tested “smart billboards”: These devices 
identify passing vehicles by make, model and year; 
consult a database to determine the owner attributes 
most closely correlated with each type of vehicle; 

use that data to decide which advertisement is the 
most effective one to present to the owner; and 
then instantly post the advertisement on an LED 
billboard.48

The possibility of automated decisionmaking also 
drives work on “distributed ledger” technology, such 
as “blockchain” (the technology behind bitcoin). 
A distributed ledger is a decentralized database, 
housed in multiple sites (or nodes) within a network. 
Members of the network (the operators of specific 
nodes) can all participate in the management of the 
data, and encryption technology is used to validate 
information that passes between the different sites. 
Information or transactions will be added to the led-
ger only after the various nodes reach a “consensus.”49

Distributed ledger technology can be used to 
create “smart contracts.” The terms of a smart con-
tract are built into a computer program. When one 
member of a network initiates a transaction or satis-
fies a contractual condition, that member’s action is 
validated by the distributed ledger, and the system 
automatically executes whatever promise or action 
(usually, a payment) relates to the initial transaction 
or condition.50 Smart contracts can be connected to 
smart devices, so the event that satisfies a contractual 
condition can be detected automatically, initiating 
action without human participation. 

Big Data Is Small Data, Too
One paradoxical, but crucial, aspect of the data-

sets behind Big Data is that their unprecedented 
enormity makes it possible to draw inferences about 
relatively small groups. If, for example, a company is 
keeping track of 3,000 different consumer “propensi-
ties,” then many conclusions can be drawn about an 
individual consumer, even without resort to models or 
the tools of statistics. That will not always be the case, 
and some combinations of propensities will occur 
only rarely. But if the same company records this 
information about 700 million different consumers, 
then even the rarest combinations might occur often 
enough, in absolute terms, to allow the company to 
draw statistically valid inferences about the quirky 
individuals who possess them. 

In cases where the quantity of data is still insuf-
ficient, machine learning can sometimes draw reliable 
conclusions by identifying viable surrogates or prox-
ies for missing information. Today’s computers are 
able to manipulate thousands of different variables 
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within gigantic datasets. With unsupervised learning, 
this enables them to discover unsuspected correla-
tions among data elements, even if those elements 
occur only rarely, and even if they involve vastly 
different categories of information. The popular Web 
site “Spurious Correlations” is built on that ability. 
It observed, for example, a 94.7 percent correlation 
between (1) annual per capita cheese consumption 
and (2) the number of people who die each year by 
becoming tangled in their bedsheets.51 A spurious 
correlation is one that does not provide useful insight 
into the data. But powerful computers also create the 
resources to test the strength of correlations, enabling 
modelers to select the ones that produce meaningful 
results. 

Yellow Lights
One important consequence of the development 

of machine learning is that the humans who use a 
computerized tool are not always in a position to 
explain how the tool’s task was performed. Machine 
learning can create a black box: The answers to ques-
tions about what factors the system considered when 
making a prediction or a classification, and how much 
weight it gave to each factor, might be buried in code 
that the system was programmed to write for itself. 
In some cases, the factors and weights might change 
more quickly than the questions about them can be 
answered.

A second important fact is that machine learning 
often is put to work on data that has been compiled 
by human beings, and which, therefore, might suffer 
from any of a several important defects: It might be 
organized in a misleading or prejudicial way, it might 
be insufficient for the purposes to which it is put, or 
it might simply be incorrect. The 2008 financial crisis 
showed that the predictions of extremely sophisti-
cated models of the mortgage market could still turn 
out to be catastrophically wrong, because (among 
other reasons) the underlying data included false 
statements or assumptions about the circumstances 
or validity of individual loans.52 Automated systems 
also can fall prey to selection bias. For example, mod-
els based on analysis of online activity can produce 
misleading descriptions of the population as a whole, 
because a significant portion of that population still 
spends little or no time on the Internet.53 

Data also can be subject to influence or manipu-
lation by third parties, especially when it relates to 

socially-constructed facts, such as what constitutes 
“normal” or “correct” behavior in a given situa-
tion. Today, most companies on the Internet try to 
find ways, through data review and market testing, 
to stimulate consumer visits and modify the ways 
consumers use their sites.54 Those efforts modify the 
observed behavior on which a predictive model might 
rely. In some other cases, the outside influence is 
more focused—for learning algorithms, “algorithmic 
adaptation in response to input data … presents an 
attack vector for malicious users.”55 That explains 
the experience of a Microsoft “chatbot” named “Tay.” 
A chatbot is s computer program that conducts life-
like text conversations with consumers; Microsoft 
designed Tay to conduct light-hearted conversations 
on social media. But a group of malicious Twitter users 
quickly turned Tay into a notorious racist.56

Competent data scientists can account for 
potential shortcomings in their methodology and, 
over time, refine their models based on the accuracy 
of their predictions. But it is safe to assume that no 
system is immune to error.

INSURERS CAN USE BIG DATA

Even if it’s too early to replace actuarial tables 
with selfies, Big Data already is at work in every phase 
of insurance. 

Marketing and Sales
The scientists pioneering psychoinformatics 

have not been shy about its commercial applications: 
The fruits of their research can be used “to person-
alize content, optimize search results, and improve 
online advertising.”57 

In personalized online advertising, the advertiser 
can personalize content based on user features, 
so as to match the emotional tone that the 
user expects. In online marketing, one could 
detect opinions and emotions users express in 
social media about products or services within 
targeted populations.58

As have virtually all other businesses, insurance 
companies have heeded these messages. Information 
on individual consumers is used to determine the 
content and tone of online advertisements, as well 
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as the substance of personal interactions. Allstate, 
for example, recently announced that it will provide 
its agents with data from third-party sources about 
300 million current and potential customers: “When 
you call now they’ll know you … in some ways 
that … will surprise you.”59 In all these interactions, 
insurers can combine personalized content with “next 
best offer” analytics to determine which additional 
coverages to bring to each customer’s attention.60 

An increasing number of insurers sell products 
online, and several companies offer them systems to 
expedite the process—for example, by “autofilling” 
portions of the insurance application with informa-
tion from third-party sources.61 Several companies 
also are developing chatbots to talk to prospective 
customers; these devices would be developed with 
machine learning technology, and they would execute 
a variety of marketing techniques that are themselves 
dependent on Big Data and machine learning.62

Underwriting and Rating
An insurance rate is “an estimate of the expected 

value of future costs,” prepared in such a way that 
the “insurance system” remains “financially sound.”63 
In general, the ratemaking process begins with the 
calculation of a base rate, reflecting the estimated 
future costs of insuring a population of policyhold-
ers. At the same time, insurers identify character-
istics of insured persons or properties (such as age, 
location or past experience) that might increase or 
decrease the costs associated with individual policies, 
relative to other members of the insured population. 
These characteristics are known as “rating classifica-
tions.” Underwriters assign each rating classification 
a numerical value, known as a “rating factor” or “rela-
tivity.” To determine the price of any given policy, the 
base rate is multiplied by the applicable rating factors. 
Each possible combination of rating classifications 
creates a separate class of policies or insureds, and the 
collection of prices for all the different classes com-
prises a “ratebook” or a “rating plan.”

Big Data is addressing each step in the produc-
tion of a rating plan. It can be used to model the 
likelihood and likely costs of catastrophe risks, based 
on information from “news feeds, scientific journals, 
trade journals, regulatory data sources and the sprawl-
ing web.”64 Data science also can discover correlations 
between loss experience and particular characteris-
tics, such as the correlation between credit score and 

losses under automobile insurance policies,65 which 
can be used to create new rating classifications. New 
rating classifications also are emerging from telematic 
devices, which enable insurers to determine the level 
of risk associated with the actual driving habits of 
individual policyholders.66 As a result, rating plans are 
becoming more complex; they can include more rat-
ing classifications, and they can be revised more fre-
quently through the operation of machine learning.

Once the rating plan is complete, the data 
market (through companies such as Cytora) can 
use third-party sources to supplement and verify 
the information on individual applications; this can 
help insurers apply the correct rating factors to each 
policy.67 

Because insurance prices are based on estimates of 
future costs, the ratemaking process usually produces 
a range of actuarially valid prices for each class in 
the rating plan. Insurers select prices within each 
range (or, sometimes, even outside of it) on the basis 
of business judgments about consumer demand and 
competitive conditions. For example, if the actuarial 
data call for a sharp increase in prices one year, an 
insurer might “cap” that increase, to avoid driving 
existing customers away. The National Association 
of Insurance Commissioners (NAIC) described the 
process this way:

Insurers often considered how close they 
could get to the indicated need for premium 
without negatively affecting policyholder 
retention[,] and how a given rate would affect 
the insurer’s premium volume and expense 
ratio. Before the introduction of data-driven 
quantitative techniques, the answers to these 
questions were largely subjective. Historically, 
when judgment was applied, the changes were 
made on a broad level (e.g., an entire rating 
territory).68

As that passage indicates, the old, subjective 
judgments increasingly are giving way to predictive 
models based on consumer data—including data 
about the specific policyholders whose rates will be 
affected. The term “price optimization” is now used 
to describe the use of “mathematical algorithms to 
determine optimal values of rating factors to meet 
certain business goals and constraints (e.g., maxi-
mizing profitability while achieving X% of policy 
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growth).”69 Some of those algorithms use data that 
predicts individual consumers’ “price elasticity of 
demand” (i.e., their sensitivity to changes in price); 
the algorithms incorporate those predictions into cal-
culations of how to adjust rating factors to maximize 
profit or customer retention (or both) across the rat-
ing plan as a whole. 

[I]nsurers have started using big data (data 
mining of insurance and non-insurance data-
bases of personal consumer information where 
permitted by law), advanced statistical mod-
eling or both to select prices that differ from 
indicated rates at a very detailed or granular 
level.  …

[U]ntil recently, companies had limited ability 
to quantitatively reflect individual consumer 
demand in pricing. By measuring and using 
price elasticity of demand, an insurer can 
“optimize” prices to charge the greatest price 
without causing the consumer to switch to 
another insurer.70

Consumer groups began to level harsh criticism 
of price optimization in 2013 and 2014.71 Some of 
those criticisms are discussed subsequently in this 
article.

Big Data also can shape the contracts that result 
from risk analysis. A company called “RiskGenius” 
purports to use artificial intelligence to analyze 
policy language, identifying gaps in coverage or 
language that has been construed unfavorably.72 A 
European consortium of 15 insurers and reinsurers 
currently is investigating ways to use distributed 
ledger technology to create and operate smart 
contracts for reinsurance. These agreements would 
detect and verify the occurrence of a coverage trig-
ger and then automatically effect payment.73 Once 
policies have been sold, predictive models that use 
data from a combination of customer and third-
party sources can help insurers prioritize targets for 
premium audits, and to conduct those audits more 
efficiently.74 

Claims
On the claims side, recent stories have caused 

speculation about systems that could replace claims 
professionals entirely. The New York start-up 

Lemonade, Inc. uses an artificial intelligence “claims 
bot” to adjudicate simple renters and homeown-
ers claims. The company says it can resolve stolen 
property claims in as little as 3 seconds, and that it 
hopes one day to handle 90 percent of claims with 
technology alone.75 Late last year, Zurich Insurance 
announced that its United Kingdom operations 
will use “cognitive technology,” rather than human 
adjustors, to review medical records in connection 
with personal injury claims.76 Ant Financial Service 
Group, a subsidiary of Alibaba Group, has demon-
strated a system that automatically generates repair 
estimates from photographs of damaged cars77—the 
kind of photos that customers already are upload-
ing to their insurers, through mobile apps such as 
Allstate’s “QuickFoto Claim.”78 

In the future, these processes will be expedited 
by the availability of encyclopedic photographic 
data—from sources such as Google Earth, or from 
insurers’ own drone fleets. In addition to providing 
rapid access to images of damaged property, these 
resources will enable claims adjustors (human or oth-
erwise) instantly to establish the property’s pre-claim 
condition. 

Smart insurance contracts also could affect the 
processing of claims; boosters claim that the combi-
nation of distributed ledgers and smart devices can 
remove both the handler and even the insured from 
the claim process. “[A] claim could be triggered by 
data from a telematics device in the car and settled 
without a claimant filling in a form or a human claims 
handler intervening from the insurer’s side.”79

More prosaically, but no less importantly, insur-
ers are building predictive models from Big Data 
resources to improve their responses to claims. Some 
of these models quickly identify workers compensa-
tion claims that involve relatively minor injuries, but 
which are in danger of developing into severe or long-
term problems. An article published by The Hartford 
explains that “[o]ur models are looking for early 
indications of volatility, so we can allocate our most 
experienced adjusting, medical and legal resources 
when intervention is most effective.”80 Accurately 
scoring new claims also can improve the accuracy of 
loss reserves.81 A document from PMA Companies 
suggests that data analysis, besides providing informa-
tion about the claim itself, can help locate health-
care providers “who follow evidence-based clinical 
guidelines … ensuring that injured workers receive 
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quality care … .”82 Both The Hartford and PMA use 
automated systems to respond to warning signs that 
develop after the claim has been filed: “The best 
strategy is to have an algorithm relentlessly watching 
every claim.”83

Other researchers apply artificial intelligence 
to the problem of predicting the likely value of law-
suits.84 A number of different vendors offer to supply 
insights into the case as a whole, the best approach 
for individual motions or arguments, and even the 
selection of counsel.85 Some others focus on negotia-
tion; a company called “Picture It Settled” offers a 
tool that “calculates a negotiation plan … to optimize 
signaling to the other side and increase the odds of 
success.”86

Claims can be processed faster and more effi-
ciently if the information that the insured provides 
is supplemented automatically with data from third-
parties, for example, information about the driving 
record of a motorist who collides with a policyholder. 
Insurers can now buy that service, too.87 

In particular, third-party data can be combined 
with predictive modeling to identify claims that are 
potentially fraudulent, and which therefore merit 
more detailed investigation. According to a study by 
the Coalition Against Insurance Fraud, 75 percent 
of insurers have automated anti-fraud systems, two-
thirds of which employ predictive modeling. For 
those systems, “[t]he number of sources and quantity 
of data available to insurers … continue to grow.” 
Among other sources, social media is a component of 
fraud detection for two-thirds of insurers.88 

Data mining in social media can yield direct evi-
dence of fraud (for example, when a disability claim-
ant posts pictures of his water-skiing vacation on 
Facebook), but it can also “uncover hidden relation-
ships among people, places, … accounts or virtually 
any other type of entity.” According to insurer QBE, 
the best fraud detection systems base their appraisals 
on “an in-depth assessment of the person or business 
in question” and “their connections to other people, 
businesses, groups, vehicles, properties etc.”89

The processes used in sales and marketing also 
can be deployed to improve customer experiences 
with claims personnel. Machine learning algorithms 
can be applied to recordings of customer interactions 
and trained with customer surveys, yielding insights 
that can then be used to improve the training of 
claims handlers.

Financial and Operational Management
The innovations that help insurers underwrite 

and administer insurance policies can be applied to 
managing the insurers’ own risks. To begin with, Big 
Data offers new ways to collect, process, and present 
information—“business intelligence”—about every 
aspect of a company’s performance. 

[T]raditional management support systems 
have evolved to enterprise-spanning solu-
tions that support all managerial levels and 
business processes: Envisioned are infrastruc-
tures for business performance management 
approaches that involve strategic, tactical 
and operational managers alike. This calls for 
seamlessly interconnected functionality that 
enables continuous business process monitor-
ing, in-depth data analysis, and efficient man-
agement communication.90

Compliance professionals also can benefit from the 
ability to observe operations in real time.91

Techniques for predicting losses in underwriting 
can be applied to help insurers manage reserves more 
efficiently,92 better anticipate catastrophe losses,93 and 
more accurately estimate their reinsurance needs. The 
techniques of predictive analytics can help insurers dem-
onstrate their solvency in connection with stress tests 
and Own Risk and Solvency Assessments. Techniques 
for measuring opinions and emotions in social media 
can be used to inform investment decisions.94 

Big Data Drives Its Own Bus
Traditionally, insurers have used historical infor-

mation from their own businesses to refine their 
underwriting and improve their analysis of claims. 
Access to that information gave older, larger com-
panies a competitive advantage over new entrants. 
Consequently, new enterprises have a significant 
incentive to find out if underwriting and claims 
functions can be performed with smaller datasets, or 
with new categories of data that might be obtained 
at low cost from third-party sources. That might 
be why, according to one analyst, investors poured 
$1.69 billion into “InsurTech” in 2016.95 It also means 
that incumbent companies cannot afford to overlook 
the new processes those investments are producing. 
Failure to adapt could bring both a competitive disad-
vantage and a greater adverse selection risk. 
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INSURANCE LAW: HOW DID I 

GET HERE?

This article posits that Big Data creates unique 
challenges for insurers, because insurers are uniquely 
subject to rules about how decisions should get made. 
Those rules cover all the processes where analytical 
models can be employed.

UNDERWRITING AND RATING 

“ ‘Underwriting’ is a label commonly applied to 
the process … of deciding which risks to insure and 
which to reject in order to spread losses over risks 
in an economically feasible way.”96 Some insurance 
statutes identify specific factors that may not be 
grounds for rejecting a risk.97 Apart from those nar-
row prohibitions, “an insurance company generally is 
entitled to determine the risks it considers profitable 
to insure,” and “[t]he insurer is at liberty to choose 
its own risks and may accept or reject applicants as 
it sees fit.”98

The insurer’s freedom to set prices for the risks it 
accepts is more limited. A basic premise of property-
casualty insurance is that rates must be “reasonable,” 
“not excessive” and “not unfairly discriminatory.” 
Rates meet these criteria if they reflect “an actuari-
ally sound estimate of the expected value of all future 
costs associated with an individual risk transfer.”99 

A Model Law promulgated by the NAIC estab-
lishes criteria for determining if a rate is inadequate 
(i.e., unreasonably low), excessive or unfairly discrim-
inatory. The criteria include “all … relevant factors,” 
but the ones that are specifically identified are techni-
cal components of the insurer’s anticipated revenues, 
costs and profit: “loss experience,” “expenses,” and “a 
reasonable margin for underwriting profit and contin-
gencies.”100 State laws vary the details of this model, 
but the components they add are in the same vein.101

For unfair discrimination, the model provides 
additional, but similar, criteria. The rating classifica-
tions within a ratebook must be characteristics that 
“can be demonstrated to have a probable effect upon 
losses or expenses.”102 Furthermore, the relationships 
among rating factors (i.e., the numerical values asso-
ciated with each classification), also must be justified 
in terms of risk. If, “after allowing for practical limita-
tions, price differentials fail to reflect equitably the 

differences in expected losses and expenses,” then 
the ratebook is unfairly discriminatory.103 In other 
words, “both base rates and rating classes must be 
based on factors specifically related to an insurer’s 
expected losses and expenses.”104 State laws follow 
this approach, too.105 

These technical rules, however, are only pieces 
of statutes that also purport to codify social values, 
for example, requiring that “all persons” engaged in 
the business of insurance “be actuated by good faith” 
and “practice honesty and equity in all insurance 
matters.”106 Chartered property casualty underwrit-
ers are subject to a Code of Professional Conduct, 
with canons stating that they should “place the 
public interest above their own,” “avoid any con-
duct … that would cause unjust harm to others,” 
and “aspire to raise … the ethical standards of the 
insurance … profession.”107 

Values such as “good faith” and “equity” are 
hard to capture in specific, technical regulations. 
Instead, the enforcement of social values usually is 
managed through personal interactions—including 
interactions between regulators and underwriters. Big 
Data’s new and pervasive influence has evoked sev-
eral concerns, but the most important one might be 
this: a sense among regulators that computers allow 
insurers to circumvent or distort the dialogues and 
transactions that have enforced important behavioral 
norms. 

Unfair Discrimination: Don’t Think of 
an Elasticity

Given the “practical limitations” of actuarial 
science, the allowable value for each rating factor in 
a rating plan will fall within a reasonable range. So 
will the permissible prices associated with each rating 
class. In the past, insurers were granted some leeway 
in picking prices within these ranges. In particular, 
the governing rules did not literally prohibit insurers 
from thinking about factors that are unrelated to losses 
or expenses when they made those selections. 

That began to change with the uproar over price 
optimization. Critics contended that insurers could 
use data analytics to raise prices for specific individu-
als, or for small groups of individuals, based solely on 
their propensity to remain loyal to the carrier in the 
face of higher rates. They maintained that this could 
“result in two insureds with similar risk profiles being 
charged different premiums.”108 Even if price elasticity 
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of demand were not literally a rating classification, 
critics complained that a plan with a very large num-
ber of classifications could isolate consumers in very 
small classes. If elasticity were used to adjust the price 
within each of these granular classes, then it could 
have the same effect as if it were a formal component 
of the price.109 

Over the course of 2015 and 2016, 20 state insur-
ance departments issued bulletins or raised questions 
about price optimization,110 and the documents they 
issued showed that they took these accusations seri-
ously.111 Regulators also were concerned that they 
lacked the capacity to conduct timely reviews of 
increasingly complex rating plans, especially if those 
plans were formulated or revised frequently, through 
the operation of machine learning.112 

In response, insurers pointed out that the pro-
liferation of rating classifications can be a reason-
able reaction to the availability of new categories of 
data, and new correlations within that data, rather 
than an end-run around anti-discrimination laws.113 
Furthermore, even some of the regulators who sought 
to curb price optimization recognized that the process 
can be used in a way that does not result in open or 
covert discrimination against individual insureds. 
So long as all the rating classifications in a plan are 
related to expected losses, and all the rating factors 
(even after being adjusted) are actuarially sound, 
the fact that the plan as a whole has been adjusted 
for maximum customer retention should not result 
in discrimination between insureds with the same 
risk profile. Connecticut’s Insurance Commissioner 
explained:

[T]he use of sophisticated data analysis to 
develop finely tuned methodologies within a 
multiplicity of possible rating cells is not, in 
and of itself, necessarily a violation of … rat-
ing laws as long as the rating classifications and 
rating factors are cost-based.114

Indiana’s Commissioner expressed the same thought, 
albeit in negative terms:

When … adjustments [to a rating factor or 
rating methodology] result in classification 
results outside of a reasonable range of cost-based 
estimates, … rates are not in compliance with 
law.115

Nevertheless, several regulators who addressed 
price optimization (including the Connecticut 
Commissioner) used language that suggests a hard-
and-fast rule, to the effect that a rating plan may 
not, in any way, incorporate consideration of price 
elasticity of demand—even when an insurer chooses 
between two prices that are both within the “reason-
able range of cost-based estimates.” Some of these 
statements appeared to assert that if a judgmental 
adjustment takes account of any factor other than loss 
or expense, then it somehow renders the rest of the 
insurer’s rate calculations invalid. 

Thus, two commissioners declared: “While insur-
ers may employ judgment in setting their rates, 
judgmental adjustments … may not be based on non-risk-
related factors such as ‘price elasticity of demand’ … .”116 
Another announced that “practices that adjust premi-
ums, whether included or not included in the insurer’s 
rating plan, are not allowed when the practice cannot 
be shown to be cost-based.”117 Nevada’s insurance 
regulator has advised that models used to change a 
base rate or relativity “may not utilize any non-risk-
based attributes.”118 In California and Minnesota, 
“any method of taking into account an individual’s or 
class’s willingness to pay a higher premium relative to 
other individuals or classes” is now deemed unfairly 
discriminatory.119 Finally, in Delaware:

To the extent price optimization involves 
gathering and analyzing data related to numer-
ous characteristics specific to a particular poli-
cyholder and unrelated to risk of loss or expense, 
insurers may not use price optimization to rate 
policies in Delaware.120

The Nevada bulletin, which was issued in 
January 2017, appears to take the rule one step far-
ther, suggesting that non-risk factors might have to 
be excluded from deliberations about both rating and 
also underwriting. The bulleting announces that “any 
mathematical model used in underwriting or rating of 
any personal line of property and/or casualty insur-
ance” must now “be filed … for prior approval.”121 
This filing requirement is extremely broad, in that 
it includes “any underwriting rule or model … that 
affects the premium that any insured would pay,” 
and it lists as examples of such rules not only “ ‘price 
optimization’ models,” but also any models that place 
insureds in different tiers or with particular writing 
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companies, and any scoring models that affect rates 
or eligibility. According to Nevada’s Commissioner, 
company placement models are “necessarily consid-
ered to be rating models,” because placement “directly 
determines the insured’s premium.” Furthermore:

Any model that uses a mathematical algo-
rithm to calculate a score or index for eligibil-
ity purposes, and that is capable of being used 
for rating, is … considered a rating model[,] 
since the decision to reject a risk based on a 
score … is considered to be a more extreme 
variant of a decision to surcharge that risk 
based on the same score … .122

Three trade associations have asked that the 
bulletin be withdrawn, arguing that it improperly 
changed existing regulations without formal rule-
making procedures. The groups also emphasize their 
concern that Nevada statutes which regulate rating 
models should not be extended to apply to underwrit-
ing rules.123

Whether the regulators intended these various 
statements to apply literally and in all circumstances 
is unclear. After all, they would appear to prohibit 
even the “subjective” consideration of issues, such as 
policyholder retention, which the NAIC acknowl-
edged to be a longstanding practice in rating, and 
which have long been accepted in underwriting.124 
None of the bulletins quoted above either condemns 
those practices or otherwise suggests that the bulletin 
is effecting a change in the law.125 And the NAIC, at 
its most recent meeting, observed that its model rat-
ing laws prohibit classifications based on race, creed, 
national origin or religion, but that “the models do 
not [otherwise] prescribe what data cannot be used for 
rating.”126

What the statements do announce clearly is 
a concern that the past give-and-take over rating 
adjustments, tiering, company assignment and other 
issues might now be short-circuited by machines. It 
was never a secret that insurers hoped to maximize 
their profits, but the introduction of performance-
enhancing technology has undermined regulators’ 
confidence in their own ability to manage that 
impulse in the name of “good faith,” “honesty,” and 
“equity.” The regulators have strongly signaled their 
belief that the automation of business judgment calls 
for a change in the nature of their oversight. As yet, 

however, there is no obvious or consensus solution to 
the question of how the new oversight might work. 
This is a problem for both sides.

One suggestion for restoring the balance in 
regulators’ relationship with insurers is to give the 
regulators greater access to information and expertise. 
Nevada might have broken new ground in demanding 
disclosure of predictive models, but other ideas are in 
the works.127 The NAIC’s Big Data Working Group 
currently is considering the formation of a Predictive 
Analytics Team (PAT), which would be staffed with 
experts and capable of reviewing complex pricing 
models with a two-week turnaround time. In the 
future, when state regulators receive new or unusual 
rating plans for approval, the Working Group hopes 
they will be able to submit those plans to PAT, which 
will determine (1) whether the plan was properly 
constructed and validated; (2) whether all of the vari-
ables the plan examines are “statistically significant in 
predicting loss;” (3) whether any of those variables is 
correlated with a rating characteristic that is prohib-
ited under the law of the state that is being asked to 
approve the plan; and (4) whether the insurer exer-
cises “proper governance and controls on the model 
and data quality.”128

PAT is still only in the planning stages, however, 
and there are numerous obstacles to its realization. 
Industry groups have raised several objections, con-
tending (among other things) that states would, as 
a practical matter, be improperly delegating to PAT 
their responsibility for evaluating and approving 
rating plans, and that PAT’s decisions would not 
adequately reflect variations in state laws. Indeed, 
resort to PAT might even delay or pre-empt the 
development of state law on questions such as what 
constitutes the “proper” construction, validation, 
governance and control of predictive models.

Insurers also warn that the proposed referrals 
would offend due process, because PAT’s decisions 
would not be subject to any meaningful form of 
appeal, and that elements of the proposal could jeop-
ardize the confidentiality of proprietary rating prac-
tices.129 At least one consumer group has seconded 
some of these objections, while, at the same time, 
suggesting that the PAT concept should be extended 
to other aspects of insurers’ operations, such as “fraud 
models or automated claim settlement models.”130 

While awaiting a definitive answer to automa-
tion in ratemaking, some regulators have stiffened 
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their resistance to classifications that smack of data 
science, or which suggest the possibility of an unin-
tended social impact. A recent article, reporting on 
a Workshop and Seminar conducted by the Casualty 
Actuarial Society, describes how an Alabama regulator 
rejected a residential rate filing that considered how 
many Social Security Numbers were associated with 
the insured address. It also states that Oregon disap-
proved a commercial trucking plan, because one of 
its rating classifications involved how many relatives 
of a business’s employees lived within a certain radius 
of the insured business. In both cases, the regulators 
felt that any correlation of those factors with loss or 
expense “seemed too far removed from reasonable 
causation” to be included in a rating plan.131 

In fact, correlations can be valid for purposes of 
predicting future events, even when no causal rela-
tionship can be established or explained. Seemingly 
implausible correlations have been used to produce 
accurate models of the motions of planets and stars, 
and, more recently, to make accurate predictions 
about automobile insurance losses from credit scores. 
This is not to say that the regulators were wrong in 
these particular cases. The point, rather, is that their 
accounts betray an apprehension that the automa-
tion of rating and underwriting is not yet under their 
control. So long as that anxiety persists, significant 
innovations in rating and underwriting are likely to 
face delay and uncertainty—which often translate 
into increased effort and expense.

Price optimization and other fruits of predictive 
modeling will remain surrounded by suspicion and 
confusion for the foreseeable future. Some of the 
suspicion has abated since the issue first emerged, 
because early predictions of insurer malfeasance—
for example, using price elasticity as a rating 
classification132—have largely failed to materialize. 
But confusion is still evident. Last year, two courts 
in California addressed lawsuits based on allegations 
about price optimization.133 Although the amended 
complaints in both cases used identical language, 
the two courts could not agree about what it was the 
plaintiffs were alleging: They reached opposite con-
clusions, for example, about whether the defendants 
were accused of charging more than an approved 
rate.134 Both cases were dismissed pending further 
action by the state’s regulators. If they teach anything, 
it is that the future of regulation for Big Data in rating 
is still up for grabs.

Disparate Impact: Think of the Consequences
The fact that an insurer was thinking about 

something other than loss or expense when it drew 
up a rating plan might not be enough to invalidate 
that plan. Even so, there are some non-loss consider-
ations that clearly are forbidden. Insurers are subject 
to the same laws barring discrimination against racial 
minorities and other disadvantaged communities that 
affect all businesses. They also are subject to rules cre-
ated specifically for them. Under the NAIC’s Model 
Rating Law, for example, not only must risk classifi-
cations be based on characteristics with a probable 
effect on loss, but “[n]o risk classification … may be 
based upon race, creed, national origin or the reli-
gion of the insured.”135 Presumably, this rule would 
be maintained, even if someone could demonstrate a 
correlation between religion and cost.

The federal Fair Housing Act (FHA) prohibits 
housing discrimination on the basis of race, color, 
religion, sex, familial status, or national origin.136 
State housing laws afford protection to additional 
classes.137 In the last two years, courts have addressed 
two important questions concerning the interpreta-
tion of these laws. The first is whether the FHA pro-
vides a remedy for conduct that is otherwise lawful, 
and which may have no discriminatory intent, but 
which nonetheless has a disproportionately adverse 
effect (a “disparate impact”) on the housing rights 
of protected class members. In 2015, that issue 
was resolved in favor of disparate impact plaintiffs 
by the Supreme Court’s decision in Texas Dept. of 
Housing & Community Affairs v. Inclusive Communities 
Project, Inc.138 

Two years before Inclusive Communities, the US 
Department of Housing and Urban Development 
(HUD) adopted a “Discriminatory Effects Rule” that 
prescribes a burden-shifting framework for disparate 
impact litigation.139 Because Inclusive Communities 
affirmed a Fifth Circuit decision which had adopted 
that framework,140 lower courts recently have treated 
the framework as authoritative—at least in the non-
insurance context.141

Under the framework, the plaintiff has the initial 
burden of pleading and proving facts which show 
that the defendant’s action “caused … a discrimina-
tory effect,” or that it “predictably … will cause” such 
an effect at some point in the future. If the plaintiff 
makes either showing, then the defendant bears the 
burden of proving “that the challenged practice is 
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necessary to achieve one or more [of the defendant’s] 
substantial, legitimate, nondiscriminatory interests.” 
Even if the defendant carries that burden, the plain-
tiff can still prevail, by showing that the defendant’s 
interests “could be served by another practice that has 
a less discriminatory effect.” 

The framework is another example of a regula-
tion to control the manner in which decisions get 
made. In effect, it creates a duty on the part of poten-
tial defendants to include, as part of the process of 
making business decisions, a calculation about how 
each prospective action might affect the future hous-
ing rights of protected classes. The second part of 
the framework shows that the duty is not absolute: 
A defendant must consider those rights, but it is not 
required to place the interests of minorities ahead of 
its own. However, the third step in HUD’s framework 
still limits a company’s freedom to choose how it pro-
motes its interests: When pursuing a particular objec-
tive, the defendant must always choose the strategy 
“that has a less discriminatory effect.” As a practical 
matter, a company that wants to avoid FHA liability 
should be prepared to justify not only its motives 
(by demonstrating that its action had a legitimate 
business purpose), but also its business judgment (by 
proving that any less discriminatory alternative also 
would be less effective).

The second question about disparate impact 
that has recently come before the courts is whether 
a disparate impact claim may be asserted against 
insurers. That issue is still being contested. HUD 
has long taken the position that it is a violation of 
the FHA to refuse “to provide … property or hazard 
insurance for dwellings or [to] provid[e] such … insur-
ance differently because of race, color, religion, sex, 
handicap, familial status, or national origin.”142 In 
deference to that regulation, a number of courts have 
held that insurers may be liable under the FHA,143 
and several have upheld FHA claims based on dis-
parate impact.144 But the Supreme Court has not yet 
addressed the potential disparate impact liability of 
insurers, and the possible contours of that liability 
currently are being litigated.

The litigation centers around HUD’s 
“Discriminatory Effects Rule.” The creation of a duty 
to consider minority interests poses a special problem 
for insurers. As was seen in the debate over price 
optimization, the general rule is that insurers must 
avoid taking account of any factors other than loss 

and expense in connection with rating decisions. 
Regulators have even suggested that “gathering and 
analyzing data related to … characteristics … unre-
lated to risk of loss or expense” can, in and of itself, 
constitute unfair discrimination in ratemaking.145 If 
rating classes are based on characteristics that relate 
exclusively to loss or expense, it would be purely for-
tuitous for minority populations to be evenly distrib-
uted among such classes; it is far more likely that this 
will not be the case. Consequently, even actuarially 
valid plans “are potentially in violation of a disparate 
impact … standard.”146 This conundrum was summed 
up a quarter century ago by the US Court of Appeals 
for the Seventh Circuit, when it declared, “Risk dis-
crimination is not race discrimination.”147

Insurers raised these objections to the 
Discriminatory Effects Rule before it was adopted, 
asserting (among other arguments) that disparate 
impact analysis is inconsistent with state laws, which 
require insurers to price policies solely on the basis 
of risk. The insurers contended that the rule, if 
applied to insurers, would contradict those laws, and, 
therefore, that it is pre-empted under the McCarran-
Ferguson Act.148 

When HUD adopted the rule over these objec-
tions, insurers continued to challenge its application 
to insurance. The challenge was advanced in two law-
suits brought by trade associations, Property Casualty 
Insurers Assoc. of Am. v. Donovan149 and American 
Insurance Association v. U.S. Department of Housing 
and Urban Development.150 In September 2014, the 
court in the former suit held that the agency had 
given inadequate consideration to the insurance 
industry’s objections. It remanded the Rule to HUD 
for further deliberation.151 

Insofar as it applied to non-insurance defen-
dants, the Rule remained in effect. Then, in October 
2016, HUD issued a new response to the objections 
that insurers had raised.152 One part of that response 
addressed the argument that disparate impact analysis 
is inconsistent with state laws. HUD’s response was 
that “nothing in the Rule prohibits insurers from 
making decisions that are in fact risk-based,” because 
“practices that an insurer can prove are risk based, and 
for which no less discriminatory alternative exists, 
will not give rise to discriminatory effects liability.”153 
For similar reasons, HUD also rejected a proposal 
that the Rule carve out “safe harbors” for risk-based 
classifications that have been “historically allowed 
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by state insurance regulators.” HUD concluded that 
such exemptions would be “overbroad, arbitrary and 
quickly outdated.”154 In HUD’s view, in other words, 
there is no rating classification (e.g., nature of build-
ing materials) that could not potentially form the 
basis for a valid disparate impact claim—because it is 
always possible, at least in theory, that a less discrimi-
natory alternative is available.

It is not hard to construct a scenario in which 
a property insurer’s rating plan might be challenged 
on these terms. If, for example, the plan heavily 
weights a characteristic (perhaps the rate of property 
crime at a home’s location) that is closely correlated 
with poor or disadvantaged urban neighborhoods, it 
might be alleged that these classifications dispropor-
tionately affect minority homeowners. In that case, 
HUD’s position is that the insurer could be com-
pelled to prove to a judge (and, possibly, to a jury) 
that all the components of the plan are “risk-based” 
(i.e., that they are actuarially justified on the basis 
of expected loss and expense), and that no other risk-
based alternative could achieve the same legitimate 
business purpose with “a less discriminatory effect.” 
Courts and juries would independently assess the 
actuarial validity of even those rating components 
that have been “historically allowed by state insur-
ance regulators.” 

In a case of this kind, the insurer would still be 
able to raise strong arguments about what constitutes 
a valid disparate impact claim. In particular, Justice 
Kennedy’s majority opinion in Inclusive Communities 
called for a “robust causality requirement,” which 
can “ensure[ ] that ‘[r]acial imbalance … does not, 
without more establish a prima facie case of disparate 
impact.’ ”155 Under that robust requirement, Justice 
Kennedy wrote that 

[i]t may … be difficult to establish causation [in 
a disparate impact case] because of the multiple 
factors that go into decisions [affecting the 
housing market]…. . And … if the [plaintiff] 
cannot show a causal connection between the 
[defendant’s] policy and a disparate impact—
for instance, because [governing] law substan-
tially limits the [defendant’s] discretion—that 
should result in dismissal … .156

Moreover, when directly confronted with the 
challenge of measuring the actuarial validity of 

the assumptions in a rating plan, individual courts 
might very well be receptive to the argument 
(based either on McCarran-Ferguson157 or the 
primary jurisdiction doctrine158) that doing so 
would impermissibly impinge on the work of state 
regulators. 

In any event, cases of this kind can be difficult for 
policyholders to bring, because rating plans generally 
are not available to the public. FHA lawsuits against 
insurers have challenged underwriting guidelines—
such as a policy against insuring landlords whose 
tenants receive housing assistance159—rather than 
specific rating classifications.

Nevertheless, the disparate impact landscape 
remains both uncertain and ominous. In the law-
suit that forced HUD to deliberate further about 
the Discriminatory Effects Rule, the plaintiff, PCI, 
recently moved for leave to amend its complaint; it 
sought to add allegations that HUD has still failed 
to give sufficient consideration to the limitations on 
disparate impact laid out in Justice Kennedy’s opin-
ion. The district court denied that motion.160 Even 
if Inclusive Communities can be the basis of a strong 
defense to disparate impact claims, therefore, that 
defense will have to be established over time, on a 
case-by-case basis. For the present, the Discriminatory 
Effects Rule is as clear a statement as we have about 
the state of the law under the FHA, and regulators 
will have a free hand to consider its implications with 
respect to rating plans. 

It might be prudent, therefore, for insurers to 
include thinking about housing impacts in the process 
of making decisions about property insurance rates. 
But there is, as yet, little guidance on how to do so. 
HUD’s arguments suggest that insurers should deploy 
all their machine learning resources to uncover pos-
sible racial impacts before implementing any under-
writing decision. But state regulators historically 
have required that underwriting be color-blind, and 
even that insurers should refrain from “gathering and 
analyzing” any information that is not directly related 
to loss or expense.161 

State regulators have not ignored the issue of 
disparate impact. They previously have expressed 
concerns about insurers’ use of rating factors, such 
as credit scores,162 occupation and education level,163 
which might be closely correlated with race. The 
NAIC’s new plan for a “Predictive Analytics Team” 
contemplates future inquiries into whether any 
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variables in a rating plan are correlated with rating 
characteristics that are prohibited under state law.164 

Such correlations can be used in acts of delib-
erate discrimination, to “mask” the discriminatory 
intent.165 But they also can be used by regulators or 
plaintiffs to demonstrate that a plan has a dispropor-
tionate effect on a protected class.166 Indeed, industry 
groups have asserted that “[t]his proposed standard is 
essentially a disparate impact analysis,” because state 
insurance laws “prohibit the use of specific underwrit-
ing and rating variables, but do not establish appro-
priate or inappropriate levels of correlation between 
prohibited and non-prohibited variables.”167

HUD’s position appears to be on a collision 
course with the regulatory trend expressed in bulletins 
on price optimization. The most that can be said is 
that this is still a developing area, and one in which 
significant exposures might be emerging.

Availability, Affordability and Risk Pooling: 
Public Policy vs. Bad Models

Because there is tension between the insurance 
practice of risk classification and the goal of eliminating 
discrimination against disadvantaged groups, Big Data 
challenges the insurance industry in unique ways. The 
challenge will only grow, as data scientists unearth new 
and increasingly precise correlations. In some situations, 
“criteria that are genuinely relevant in making rational 
and well-informed decisions also happen to serve as reli-
able proxies for … membership” in a protected class.168 
There might be cases, in other words, in which insur-
ance practices that demonstrably disadvantage racial, 
ethnic, or other minorities also can be shown to be the 
least discriminatory method for pursuing the insurer’s 
substantial, legitimate, nondiscriminatory interest in 
devising a risk-based rating plan. In those cases, insurers 
will be reflecting a larger problem of inequality that is 
otherwise independent of their actions and intentions. 
Litigation under antidiscrimination laws will not rem-
edy that underlying problem.

Big Data’s ability to make predictions about very 
small groups can also create new categories of the 
disadvantaged; as premiums reflect an increasingly 
precise allocation of risk, the advantages of risk pool-
ing can become more localized, and some insureds 
might be priced out of the market completely. Some 
observers suggest that risk pooling itself—and, with it, 
the traditional model of insurance—might ultimately 
give way to a business of risk management.169 This, too, 

is probably not an issue that can be resolved under 
current regulations or tort theories.

Both these issues are now on the regulatory radar. 
During a meeting of the NAIC’s Big Data Working 
Group in June 2017, a witness opined that “certain 
data variables may have statistical value but may 
not be appropriate to use.”170 At an “Insurance and 
Technology” event hosted by the NAIC two months 
earlier, a consumer representative warned: 

[I]ncreasingly granular segmentation of con-
sumers based on their personal data can reflect 
and perpetuate historical discrimination and 
thwart public policy efforts for availability, 
affordability and loss mitigation incentives of 
insurance.171

The Big Data Working Group has a Work Plan for 
2017, which includes further discussion of “[t]he granu-
larity of insurance groupings … and potential impact 
on insurance pooling and availability/affordability of 
insurance.”172

Real as these problems are, they are slightly differ-
ent from the problem that some models might perpetu-
ate discrimination or inequality because of defects in 
the collection or organization of data. As the example 
of the racist chatbot showed,173 input data can prevent 
a machine learning system from performing in the way 
its designers intend, even if the data are not “wrong” in 
the sense of being counterfactual. It is enough if the data 
incorporate social assumptions that are not universally 
shared. As one study puts it, “the procedural consis-
tency of algorithms is not equivalent to objectivity.”174 
If the output variable of a machine learning process is 
a socially constructed category, or if it otherwise incor-
porates conscious or unconscious value judgments, then 
there is a risk of incoherent performance, or even of 
“encoding discrimination in automated decisions.”175

In 2007, the Texas Office of Public Insurance 
Counsel conducted a survey of underwriting guide-
lines used by agents and brokers in connection 
with homeowners insurance. Seventy percent of the 
respondents reported that their companies had made 
adverse decisions “based on whether the property 
shows ‘Pride of Ownership.’ ” According to the sur-
vey, that kind of “pride” is established by indicia that 
include “vegetation that is well manicured, watered 
and cared for” and the absence of “clutter, disabled or 
unusable vehicles … or scattered trash.”176 
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The assessments that resulted in these under-
writing decisions might never have been included 
in any analytic model. But if they were, they would 
have strongly reflected the subjective judgments of 
individual agents and brokers. The opinions of those 
agents and brokers about what constitutes “clutter” 
and “pride” (and even, perhaps, “unusable vehicles”) 
might be consciously or unconsciously influenced 
by attitudes about different racial or socioeconomic 
groups. If the resulting rating model had a dispro-
portionate impact on those groups, then it might not 
have been the least discriminatory method for pursu-
ing legitimate underwriting goals.

This consideration is important especially for sys-
tems that incorporate findings from psychoinformatics 
and personal analytics. Those fields correlate online 
behavior with personality traits, but the traits in ques-
tion are not objective facts in the same way that physi-
cal attributes are. They are themselves models of human 
behavior, and leading theorists have formulated those 
models in different ways, at different places and times.177 

Moreover, when these traits are used as target vari-
ables, examples of each trait must be identified for the 
purpose of training a system through supervised learn-
ing. That process can introduce even more subjectiv-
ity. Some studies rely on self-reporting; they identify 
the test subjects’ traits by having them respond to a 
questionnaire.178 In at least one case, the researchers 
relied on “crowdsourcing.” They “asked workers [at] 
Amazon … to glance through 5,000 Twitter profiles, 
all available metadata and tweets and make subjective 
judgments about a variety of their latent properties.”179 

Both the models used to define personality traits 
and the methods used to detect them can be controver-
sial. In 2015, researchers examined 100 empirical stud-
ies that had been published in three leading journals of 
psychology and found they could replicate fewer than 
half of them.180 Additionally, the relationship between 
individual psychology and behavior on the Internet can 
be highly volatile, because both businesses and social 
media entities are making constant efforts to influence 
online activity. Even valid correlations unearthed by 
data mining might still turn out to be ephemeral.

Predictive analytics relating to human behavior 
can be strikingly effective, especially in connection 
with marketing and advertising. It also can wreak 
unintended harm on disadvantaged groups, if it is 
used in underwriting and other insurance processes. 
In some cases, that harm will be an unavoidable 

consequence of broader social conditions; mitigating 
that harm is a question of public policy that extends 
beyond the insurance business. There might also be 
cases in which the harm results from subjective judg-
ments or errors that have been smuggled into the 
system; those judgments and errors can expose the 
insurer to regulatory penalties and possible liability 
under antidiscrimination laws. The only way to 
distinguish these two cases is to determine the valid-
ity of the assumptions and processes built into each 
system—and that can be very hard to do. It remains 
to be seen whether regulators and courts are—or 
should be—prepared to make that effort.

Marketing as Underwriting
HUD’s recent defense of the Discriminatory 

Effects Rule states that disparate impact claims under 
the FHA may be based on insurance operations other 
than underwriting and rating, including “marketing 
and claims processing and payment.”181 That state-
ment might be important, because discrimination 
in advertising—especially advertising for financial 
services and products—is attracting the attention of 
consumer advocates.182 

For example, Big Data gives insurers (along with 
all other businesses) the ability to personalize online 
advertising, so that ads featuring particular products 
are presented only to users with specific, pre-selected 
characteristics.183 The targets of these advertisements 
often are chosen on the basis of “e-scores,” which pur-
port to measure their “value” as consumers.184 Critics 
accuse insurers of using these scores for “weblining”—
discrimination that is carried out by withholding 
online advertisements or offers from disadvantaged 
groups. Personalized advertising, they contend, can 
effectively deny certain products or benefits to those 
groups, without leaving any evidence of discrimina-
tion in rating plans or underwriting guidelines.185 

These practices raise concerns under civil rights 
laws, but they could equally affect other rules. For 
example, by selecting targets for personalized adver-
tising on the basis of price elasticity, an insurer could, 
in theory, assure itself that the population covered 
by a particular product will not defect in the face 
of future price increases. For this reason, regulatory 
concern about price optimization might be extended 
to issues of marketing and advertising. 

Online marketing also implicates a separate area 
of concern. Some states mandate that certain kinds of 
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insurance policies must contain certain specific types 
of coverage. For example, automobile policies in New 
Jersey must include Personal Injury Protection (PIP) 
benefits.186 In other cases, statutes require only that 
insurers “offer” the relevant coverage, for example, 
uninsured/underinsured motorist (UIM) coverage in 
South Carolina.187 The courts that interpret these 
statutes have long expressed concern that consumers 
might fail to act in their own best interest when they 
respond to such mandatory “offers.” They have con-
cluded that the statutes require not just any “offer,” 
but a “meaningful offer.” In Minnesota, the offer 
must “intelligibly advise the insured of the nature 
of the optional coverage,” and it must state that the 
optional coverage is available for “a relatively mod-
est increase in premiums.” If the offer is made in any 
way “other than face-to-face negotiations,” then the 
“notification process” must be “commercially reason-
able.”188 Minnesota’s approach has been adopted by a 
number of other states.189

Thus far, efforts to show that an insurer’s online 
offer of coverage was not a “meaningful offer,” or 
that it was not “commercially reasonable,” have not 
succeeded.190 But some cases show that courts are 
prepared to second-guess the design of online sales 
processes and critique their effectiveness in convey-
ing necessary information to consumers. In New 
Jersey, although PIP coverage is mandatory, insur-
ers must offer a lower-priced alternative (a “health 
first” policy) that makes the insured’s private health 
insurance the primary payer of covered medical 
bills.191 Because of rules applicable to Medicare and 
Medicaid, individuals who receive health insurance 
exclusively through either of those programs are ineli-
gible for health first policies.192 In a qui tam action 
called Negron v. Progressive Casuality Insurance Co., 
the relator, a Medicare recipient, alleged that she mis-
takenly had purchased the lower-priced automobile 
policies online—and that this had caused her doctors 
to submit bills to Medicare that were subsequently 
declared to be “false and fraudulent.”193 

In the course of denying the defendant’s motion 
to dismiss, the court found that the insurer had had 
the ability to design its Web site in a way that would 
have “prevent[ed] the sale of health first policies to 
Medicare and Medicaid enrollees.” Because the Web 
site lacked the features the court proposed, the court 
held that the insurer was responsible for “remaining 
ignorant of the fact that the relator did not have 

qualifying health insurance,” and so for the submis-
sion of “false or fraudulent” bills on her behalf.194 

The message of Negron is that insurance sales 
involving online forms require more than just literal 
compliance with provisions governing mandatory 
offers, typeface and font size. Insurers should simu-
late and review the actual experience of the online 
customer, to ensure that it is “reasonably” consistent 
with the objectives of applicable rules.

Restrictions on Data: Don’t Look Now
There’s potentially one other problem with rat-

ing algorithms and other systems that incorporate 
data from outside sources. Although there are large 
gaps in the regulation of the data market, some of the 
personal information used to train those algorithms is 
still implicated in a patchwork of privacy laws. 

Some of those laws govern how data may be 
acquired. For example, Web sites and online ser-
vices must receive parental consent before collecting 
personal information about children under 13.195 
Some of them prohibit disclosure more generally. 
California’s voter registration information may not be 
revealed for “any … commercial purpose.” 196 

Some laws permit disclosure, but only for certain 
specified uses—and the uses that are permitted vary 
from statute to statute. FCRA provides that a con-
sumer reporting agency may furnish an insurer with 
information “bearing on a consumer’s … character, 
general reputation, personal characteristics, or mode 
of living,” but only if the insurer intends to use it 
(1) in connection with underwriting for the consumer 
in question, or (2) in marketing, for the purpose of 
making a “firm offer of insurance.”197 State motor 
vehicle departments may disclose personal informa-
tion to insurers, but only “in connection with claims 
investigation activities, antifraud activities, rating or 
underwriting”—not for sales or marketing.198 

There are laws, such as FCRA, that require 
disclosures after consumer data has been reported.199 
Some laws expressly prohibit insurers from collect-
ing certain kinds of information, or from using it 
in particular ways. In Maryland, insurers may not 
“make inquiry” about race, religion, or national origin 
through “any manner of requesting general informa-
tion that relates to an application for insurance.”200 

According to a leading actuarial consulting firm, 
the types of information that are associated with Big 
Data are “generally being brought into the rating 
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process through commercial data vendors.”201 That 
means insurers must rely on their vendors to ensure 
compliance with restrictions that govern what data 
may be collected and how the collection may be 
made. But the vendors themselves acquire data from 
a myriad of different sources—including surveys 
of “hundreds of thousands” of Web sites they do 
not operate—and they incorporate that data into 
algorithms that are being constantly updated. If, as 
asserted by the FTC, it can be “virtually impossi-
ble … to determine the originator of a particular data 
element,”202 then it is at least difficult to be certain 
that no data element has been obtained improperly.

For the same reason, it can be difficult for an 
insurer to be certain it is not using a data element in 
a prohibited way. Government agencies that provide 
information about race and ethnicity also handle data 
that is of interest to businesses with other concerns. 
For example, the US Census bureau offers geographic 
information about subdivisions, school districts, and 
voting districts, as well as demographic data about 
every city block within those districts.203 If the demo-
graphic data makes its way into a machine learning 
algorithm for valuing property, the user of that algo-
rithm might unwittingly become guilty of making 
“inquiry” into race or national origin through a “man-
ner of requesting general information that relates to 
an application for insurance.”204 

The ability of machine learning algorithms to 
detect previously unsuspected correlations raises addi-
tional thorny questions, because it could allow busi-
nesses to circumvent prohibitions on data collection 
and data use. Proponents of psychoinformatics claim 
computers can reliably determine individuals’ eth-
nicity, gender, age, sexual orientation, and religion 
(among other attributes), solely on the basis of online 
behavior, and without collecting any demographic 
data.205 Companies that want to engage in unlawful 
discrimination can use online behavior as a facially 
neutral proxy for the groups they want to target.206 
But new correlations might also facilitate other kinds 
of prohibited conduct. One bank reportedly identified 
customers who were under financial stress, by observ-
ing which of them had started using credit cards late 
at night.207 In that case, the customers were given 
new credit limits and offered financial advice. But 
data about midnight shopping also is available from 
retailers; having acquired that data, a bank or insurer 
might use it in place of consumer reports to support 

types of marketing that would not be permitted 
under FCRA.

In short, by blurring the boundaries between 
different categories of information, Big Data creates 
uncertainty about what it will take to comply with 
existing privacy laws. It also creates new legal and 
regulatory risks. Among other things, it presents 
an additional argument for expanding regulatory 
oversight of systems used in marketing, claims and 
other business operations. Consumer advocates have 
already begun calling on regulators to demand dis-
closure of “the sources and uses of data for various 
insurance functions.”

For each source of data, the insurer would 
provide a name/description of the data, the 
source of the data and the use or uses of 
the data – pricing (including underwriting), 
marketing, claims settlement, antifraud and 
other.208

Disclosure requirements of this type, together with 
the additional questions the disclosures might 
elicit, could prove to be extremely burdensome and 
expensive.

CLAIMS

An insurer’s obligation to investigate, manage 
and/or pay a claim ultimately originates in a contract, 
but it’s a contract of a special kind. In the mind of the 
law, a contractual promise to pay insurance claims is 
inseparable from consciousness of the nakedness of 
the human condition—of mortality, above all, but, 
equally, of all the other shocks that flesh is heir to. 
That consciousness often reverberates in the language 
of judicial opinions:

The motivation of the insured when entering 
into an insurance contract differs from that 
of parties entering into an ordinary com-
mercial contract. By obtaining insurance, 
an insured seeks to obtain some measure 
of financial security and protection against 
calamity, rather than to secure commercial 
advantage.209

* * *
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[T]he insured’s object in buying … [insur-
ance] is … protection against … catastrophe 
in those situations in which he may be the 
victim. … [H]e seeks peace of mind from the 
fears that accompany such exposure.210

* * *

The insured … does not seek to obtain a 
commercial advantage by purchasing the 
[insurance] policy—rather, he seeks protec-
tion against calamity. … [Insurers] must take 
the public’s interest seriously, where necessary 
placing it before their interest in maximiz-
ing gains and limiting disbursements. … The 
[insurer’s] obligations … encompass qualities 
of decency and humanity … .211

* * *

Individuals purchase insurance to protect 
themselves against calamities. The insured is 
generally in a vulnerable economic and emo-
tional position when such an event occurs.212

* * *

Often the insured is in an especially vulnerable 
economic position when … a casualty loss occurs. 
The whole purpose of insurance is defeated if an 
insurance company can refuse or fail, without 
[justification], to pay a valid claim.213

For many years, a “covenant of good faith” has 
been implied into contracts of every kind.214 For 
insurers, that duty quickly became a requirement to 
apply “decency and humanity” to the process of mak-
ing claims decisions. A liability insurer fails to exer-
cise “good faith” if its conduct (e.g., refusing to settle 
within policy limits) is guided by “what it considers to 
be … its own interest alone.”215 A liability insurer “is 
bound to give the rights of [its policyholder] at least 
as great consideration as [it] does [its] own.”216 If it 
fails to do so, it is liable in tort—and, therefore, it is 
exposed to consequential damages, even if those dam-
ages exceed the amount of the obligations the insurer 
assumed under the contract.217

In the 1970s, this approach to insurance good 
faith spread to first-party claims, such as claims for 

damage to insured property. The focus remained on 
the insurer’s mental processes. A first-party insurer 
has a duty “not to withhold unreasonably payments 
[that are] due under a policy”; for insurers, “reason-
ableness” includes subjective elements such as “fair-
ness” and “good faith”: 

That responsibility is not the requirement 
mandated by the terms of the policy itself - 
to defend, settle, or pay. It is the obligation, 
deemed to be imposed by the law, under which 
the insurer must act fairly and in good faith 
in discharging its contractual responsibilities. 
Where in so doing, it fails to deal fairly and in 
good faith … by refusing, without proper cause, 
to compensate its insured for a loss covered 
by the policy, such conduct may give rise to a 
cause of action in tort for breach of an implied 
covenant of good faith and fair dealing.218

The duty “to deal fairly and in good faith” 
imposes additional steps to the process of deciding 
how to resolve a first-party claim. In some jurisdic-
tions, it includes an obligation to “giv[e] equal con-
sideration in all matters to the insured’s interest.”219 It 
also “entails a duty to investigate properly submitted 
claims,”220 and to do so “promptly and diligently.”221 
For some tribunals, the insurer’s subjective approach 
to handling the claim is paramount:

[A]n insurance contract provides more than just 
security from financial loss to the insured. … 
[T]he insured also is entitled to receive the addi-
tional security of knowing that she will be dealt 
with fairly and in good faith. Thus, if an insurer 
acts unreasonably in the manner in which it 
processes a claim, it will be held liable for bad 
faith without regard to its ultimate merits.222

The courts of some states declined to follow 
this approach, but, in some of those cases, the state’s 
legislature filled the breach. In 1982, Florida adopted 
a measure which (in its current form) provides that 
“[a]ny person may bring a civil action against an 
insurer when such person is damaged” by certain 
specified acts on the insurer’s part, including 

[n]ot attempting in good faith to settle claims 
when, under all the circumstances, it could 
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and should have done so, had it acted fairly 
and honestly toward its insured and with due 
regard for her or his interests … .223

In 1971, the NAIC adopted an early version of 
what is now the Model Unfair Claims Settlement 
Practices Act, which imposes penalties for a variety 
of actions, including conduct that might fall within 
the ambit of the tort of bad faith.224 An insurer can 
violate this statute by engaging in certain proscribed 
practices, either (1) “with such frequency to indicate 
a general business practice …, or (2) “flagrantly and 
in conscious disregard” of the statute and any appli-
cable regulations.”225 The prohibited acts include:

• Not attempting in good faith to effectuate 
prompt, fair and equitable settlement of claims 
submitted in which liability has become reason-
ably clear; 

• Refusing to pay claims without conducting a rea-
sonable investigation; 

• Failing to adopt and implement reasonable stan-
dards for the prompt investigation and settle-
ment of claims arising under its policies; and 

• Attempting to settle or settling claims for less 
than the amount that a reasonable person would 
believe the insured … was entitled [to receive] 
by reference to written or printed advertis-
ing material accompanying or made part of an 
application.226

A large majority of states have adopted laws 
that are substantially in the form of the Model Act. 
Although the model law may be enforced only by 
insurance regulators,227 some state statutes may serve 
as the basis for a civil suit on behalf of one or more 
policyholders.228 

Conducting a Reasonable Investigation
Because insurers must adopt reasonable stan-

dards for investigating claims, and because they must 
investigate each claim promptly and diligently, it 
is at least prudent to exploit technology that can 
quickly and thoroughly analyze claim-related data, 
and it might even be a legal necessity. But there is 
another, countervailing consideration. All the claims 
laws and rules that have just been reviewed purport 
to enforce positive attributes of human beings. The 
duty of good faith “encompass[es] qualities of decency 

and humanity.” The “reasonable” approach to adjust-
ing a claim involves the exercise of character traits 
such as empathy (“due regard” and “equal consider-
ation” for the interests of the insured), commitment 
(“diligen[ce]” in investigations) and a sense of justice 
(acting “fairly and in good faith”). 

When decisionmaking authority is turned over 
to machines, judges and juries often suspect that the 
values behind those traits are not being adequately 
defended. For example: automobile insurers typically 
promise to pay the “reasonable” cost of medically 
necessary services for injuries their insureds suffer in 
covered accidents. They have, for many years, used 
automated systems to perform an initial evaluation 
of the reasonableness of medical bills. The systems 
typically consult a database to which multiple insur-
ers contribute information about millions of bills 
submitted by healthcare providers. By comparing 
one provider’s prices with those charged by others in 
the same geographic area, the system can determine 
whether the new bill exceeds the prices charged by, 
for example, 80 percent of relevant professionals. 
(This is a simple machine learning function, known 
as “classification.”) If the system determines that a 
charge is in the 81st percentile or higher, that charge 
typically is “reduced,” in that the insurer will immedi-
ately pay only the 80th percentile amount.229

For more than a decade, policyholders and 
healthcare providers have been bringing lawsuits 
(most of them putative class actions) that challenge 
the validity of these systems. A few of those cases 
alleged that the database underlying the system was 
compiled in a misleading way.230 But most argued 
that the insurers’ approach to bill-paying is inherently 
unreasonable, because even an extremely expensive 
charge might be valid under some, unusual circum-
stances, and because the insurers’ approach (alleg-
edly) does not allow a human being to exercise her 
judgment in those unusual conditions.231 The cases in 
which courts were convinced that the machines acted 
alone are the ones in which plaintiffs have been most 
successful.232

If the absence of a human role is a problem for 
insurers, the problem is likely to be more acute when 
the insurer relies on a complex analytical tool that it 
cannot explain—either because the underlying algo-
rithm is proprietary to another company, or because it 
is a product of machine learning. The recent case of 
Houston Federation of Teachers, Local 2415 v. Houston 
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Independent School District233 illustrates this problem in 
another context. It involved an “Educational Value-
Added Assessment System” (EVAAS) that purports 
to measure the performance of public school teachers, 
and which can, in some cases, lead to termination 
of employment. The plaintiffs contended that the 
system deprived teachers of procedural due process, 
because they were “unable to verify or replicate [their] 
EVAAS score[s] based on the limited information 
provided by” the school district. The court agreed, 
at least to the extent of denying the district’s motion 
for summary judgment.234 When the school district 
explained that EVAAS was a proprietary system cre-
ated by a third party called SAS Institutes, Inc., the 
court replied:

[T]he Due Process Clause does not empower 
Plaintiffs to put SAS out of business by requir-
ing disclosure of its trade secrets. By the same 
token, SAS’s trade secrets do not empower, 
much less compel, [the defendant school 
district] to violate the constitutional rights of 
its employees. When a public agency adopts 
a policy of making high stakes employment 
decisions based on secret algorithms incompat-
ible with minimum due process, the proper 
remedy is to overturn the policy, while leaving the 
trade secrets intact.235

Houston Federation of Teachers is not a precedent 
that applies to insurance claims, because the require-
ments of procedural due process under the Fourteenth 
Amendment are not identical to those imposed by 
an insurer’s duty of good faith. But SAS also sells a 
variety of claims-handling products to insurers,236 and 
courts already consider claims adjudications to be 
“high stakes” decisions.237 A future court might very 
well decide that the duty of good faith, as a matter of 
law, prohibits exclusive, or even excessive, reliance 
on “secret algorithms.”

Even if the insurer can explain how a system 
works, that ability might not be enough to win favor 
with a court or a jury. Contemporary models that 
purport to predict or classify human behavior rely 
on correlations between a targeted trait—say, price 
elasticity—and the recorded behavior of consumers 
in areas such as retail purchases or online activity. 
Because the observed behavior often is trivial, it is 
easy to turn those correlations into rhetorical attacks 

against automated systems. In discussions of price 
optimization, for example, hostile regulators have sug-
gested derisively that insurers must be prevented from 
setting insurance prices on the basis of how often a 
consumer buys hot dogs or premium cat food.238 

The same rhetorical approach could be used if a 
claim has been mishandled. A liability insurer might 
reject a settlement offer because of a prediction by a 
tool that purports to model the outcomes of litigation. 
If the ensuing verdict exceeds the policy limits, the 
validity of that tool is likely to be a central issue in the 
policyholder’s bad faith suit. The plaintiff will argue 
that she was exposed to financial ruin by an analysis of 
potential jurors’ annual sausage consumption. Similarly, 
if insurers use predictive models to triage workers com-
pensation claims, a claimant who was denied necessary 
medical treatment might assert that he was assigned to 
an inexperienced adjustor, because the company used 
a system that was focused on pet products. In either 
case, the jury might be convinced that the insurer did 
not implement reasonable investigative standards or 
conduct a reasonable investigation of the claim. 

The workers compensation scenario is useful to 
consider, because it is hard to deny that the models 
currently in use are delivering important benefits 
to injured employees. The solution to the problems 
outlined here cannot be simply to avoid those models. 
Rather, it lies in how those models should be devel-
oped and deployed. 

At the time when it first puts an automated tool 
to use in claims handling, the insurer also should 
prepare a way to demonstrate that the tool performs a 
well-defined task in a reasonable way. The demonstra-
tion could consist of a straightforward description of 
the underlying algorithm, but it could, alternatively, 
depend on other types of evidence. A jury might 
be convinced, for example, by evidence of industry 
practice: Proof that a product generally is accepted 
by the industry might not establish that it was correct 
in any particular case, but it could rebut a claim of 
subjective bad faith.239 Juries also might be persuaded 
by an independent audit into the tool’s effectiveness 
and compliance with applicable rules, or by evidence 
that the insurer conducts periodic, on-going tests of 
the product with positive results. 

In preparing this demonstration, the insurer 
should identify features of the algorithm, such as 
exotic correlations, that might be exploited to make 
it appear arbitrary or bizarre. A record can be prepared 
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that documents the rational process of questioning, 
validating, and adopting those features.

At the same time, the insurer should introduce 
the tool into a process that clearly allows for the 
exercise of human judgment. Mapping out a role for 
the claims professional should be part of the process 
of designing the system. It is not necessary to have a 
claims handler review every step of an algorithm, but 
it is wise to envision a policyholder facing “calam-
ity,” and to identify the point in the claims process at 
which that policyholder would depend on “decency 
and humanity.” Some means of appealing to those 
qualities can then be included in the process.

Disparate Impact
Big Data systems that investigate or evaluate 

claims could be embroiled in discussions of dispa-
rate impact. Fraud detection tools are essential to 
keep insurers in business. But the tools can delay 
the “prompt” investigation and resolution of claims 
that have been flagged as potentially fraudulent. If 
the system heavily weighs factors that can be used as 
proxies for race or poverty, then it could run afoul of 
antidiscrimination laws.

The criminal justice system is another enterprise 
that uses analytical tools to assess risk (e.g., for pur-
poses of evaluating a potential parolee’s likelihood of 
recidivism). These tools have been criticized precisely 
for their potentially disparate racial impact. One 
automated system includes consideration of certain 
“risk-need factors,” including education/employment, 
family/marital relations, criminal acquaintances, atti-
tudes towards crime and substance abuse. A critic of 
the system writes: 

[I]f one examines the general risk-need factors 
and compares these factors with the lived real-
ity of Blacks and Hispanics in the United State 
or Aboriginal people in Canada, it is clear that 
these marginalized groups will unavoidably 
score higher on risk instruments because of 
their elevated exposure to risk, racial discrimi-
nation, and social inequality … . Marginalized 
individuals’ lives tend to be mired by a range 
of criminogenic and other needs, and conse-
quently risk scores reflect systemic factors.”240

“Criminal acquaintances” and “family/marital 
relations” might also turn up in insurers’ fraud analyses, 

since two-thirds of insurers use social media in their 
fraud detection systems.241 The details of these sys-
tems are closely-guarded secrets, since their efficacy 
depends, in part, on preventing criminals from learn-
ing how to evade them. But if there is evidence that 
the claims of minority policyholders routinely take 
longer to process, it might be possible to argue that 
the fraud algorithm has become an engine for dis-
crimination. The victim of such alleged discrimina-
tion could argue that an insurer’s systematic delay 
in resolving claims by members of disadvantaged 
groups violates laws governing claims practices, in 
that the insurer has failed to implement reasonable 
standards for the prompt investigation and settle-
ment of claims.

Settlement Tools
The amount an insurer pays on a first-party 

claim often is determined through negotiations with 
the insured—either directly, or through an attorney 
or public adjustor. In those cases, the insurer gener-
ally must offer something within the range of what 
it considers to be the reasonable value of the claim. 
Once that offer has been made, the rules become 
murkier. Statutes prohibit insurers from misrepresent-
ing relevant facts or leveraging their superior eco-
nomic position in certain specific ways. A few courts 
have asserted that insurers may not seek “advantage” 
through “concealment” or “pressure” of any kind.242 
But the boundaries of an insurer’s responsibilities 
remain largely unmapped. There simply is no defini-
tive list of tactics that an insurer may or may not use 
to persuade a claimant to settle at the low end of a 
reasonable range. Introducing Big Data systems into 
this process is likely to draw attention to that lack.

One thing is clear: The insurer’s duty of good 
faith imposes at least some limits on how it may 
negotiate. To begin with, if the insurer concludes that 
a claim has at least some value, it has an obligation 
to put something on the table. This is so, even if the 
balance of the claim is disputed:

[A]lthough a claim may be fairly debatable 
and the insurer may elect to engage in a 
debate, … an insurer is nonetheless obliged 
to engage in settlement discussions in an 
effort to relieve the insured from the burden 
and expense of litigation. … [W]e are satis-
fied that … the insurer was not relieved of its 
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obligation to make any settlement offers, even 
if the claim was fairly debatable.243

Just “any settlement offer” will not suffice. The 
insurer “cannot lowball claims … hoping that the 
insured will settle for less.”244 Offers that “bear no 
reasonable relationship to an insured’s actual losses 
can constitute bad faith”245—either because they 
have the same effect as an unreasonable denial of 
payment,246 or because they are evidence of “reckless 
indifference.”247 To the same effect, some statutes and 
regulations provide that an insurer may not force the 
policyholder into litigation or arbitration “by offering 
substantially less than the amounts ultimately recov-
ered” by the insured.248 Others make it bad faith to 
“[a]ttempt[ ] to settle a claim for less than the amount 
to which a reasonable man would have believed he 
was entitled by reference to … advertising material 
accompanying … an [insurance] application.”249

For most claims, there will be a range of amounts 
that bear a “reasonable relationship to an insured’s 
actual losses.”250 Acting in good faith, the insurer usu-
ally may begin negotiations at any point within that 
range. “[A]n insurer’s initial offer may be at the low 
end of its expected range for settlement values; it is 
not obligated to make its final offer, first off.”251 

What happens next is more complicated.
In the course of negotiations, an insurer certainly 

may not “misrepresent[ ]” any “relevant,” “pertinent” 
or “material” facts.252 Several courts have found 
that an insurer also has “an obligation to disclose 
relevant facts discovered during the investigation of 
the … claim,” and that it may not “conceal[ ] facts to 
gain an advantage over the insured.”253 

Additionally, some courts report having felt 
“strong pressures to discourage … insurers from tak-
ing advantage of their superior bargaining position 
to … force insureds to accept less than they are enti-
tled to.”254 They declare that insurers “may not obtain 
any advantage over the insured by … threat or adverse 
pressure of any kind.”255 The laws of some states spe-
cifically prohibit certain hardball tactics: “Making 
known to insureds … a practice … of appealing from 
arbitration awards … for the purpose of compelling 
[claimants] to accept settlements … less than the 
amount awarded in arbitration,”256 and delaying pay-
ment or settlement under one form of coverage, “in 
order to influence settlements under other portions of 
the insurance policy.”257

Nevertheless, there clearly remain situations 
in which it is the job of the policyholder to protect 
its own interests. Insurers have, for example, been 
absolved of responsibility for notifying an insured 
about an applicable statute of limitations258 or advis-
ing the policyholder about “specific ways in which a 
provision covering benefits might apply.”259

Big Data can certainly help insurers discharge 
their obligation to put something on the table during 
negotiations. New systems quickly assemble relevant 
information from third-party sources and rapidly ana-
lyze voluminous and complex facts. They can help the 
insurer formulate its settlement position more quickly 
and can produce a more efficient resolution of claims. 

But that is not all they can do. There is evidence 
that they can also reduce the amount the insurer ends 
up paying. A study by one vendor of data analytics 
concluded that giving insurers early access to data 
resulted in “15-25 percent lower severity payments” 
for bodily injury settlements.260 Another vendor 
reached a similar conclusion about early settlement: 
“Research has shown that the cost of a claim is nearly 
40 percent greater if the claimant delays report-
ing … by as few as four days.”261

These results might reflect nothing more than 
the incidental costs incurred while a claim remains 
open, or a tendency of policyholders to hold out for 
higher payments, once the initial shock of the under-
lying loss has worn off. But other factors also could 
be at work. The study cited above found that cases 
in which insurers get “more data earlier in the claims 
process” had “25-49 percent lower attorney involve-
ment.”262 As one vendor warns, “Claims that involve 
an attorney often double the settlement amount.”263 
Thus, speeding up the negotiation might reduce 
(at least indirectly) the aggressiveness or effective-
ness with which claimants’ interests are asserted. 
Predictive models can play a role in that result: 

[I]nsurers can use analytics to calculate a litiga-
tion propensity score. … . Analytics can help 
determine which claims are likely to result 
in litigation. Those claims can be assigned 
to more senior adjusters who are more likely 
to be able to settle the claims sooner and for 
lower amounts.264

Data also can affect the substance of negotiations. 
The price optimization debate teaches that predictive 
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analytics model “price elasticity of demand” at the 
level of the individual consumer. Similar models can 
“optimize signaling” in negotiations.265 

When an insurer negotiates with its policyholder, 
current law pretty clearly permits the insurer to use 
tactics or resources designed to reduce the amount the 
policyholder receives. The right to negotiate within a 
range of amounts logically entails the right to try to 
move the other party to a lower number. Thus, “regu-
lators have generally permitted insurance companies 
to use data from third party vendors and correspond-
ing algorithms for the settlement of claims … .”266 

But current law was developed around a model in 
which two human participants try to persuade each 
other with arguments. As one consumer advocate 
describes it, insurers now have the ability to make 

automated, instant claim settlement propos-
als[,] based on data generated by a vehicle, 
home telematics or wearable device and uti-
lizing price optimization/consumer demand 
models to determine [the] amount of [a] claim 
settlement offer a particular consumer is likely 
to accept … .267

Even if the old model accepted the fact that a 
seasoned claims professional can bring greater experi-
ence and skill to the negotiation than the average 
insured, it did not envision negotiations in which one 
party possesses both insights distilled from hundreds of 
millions of consumer transactions and intimate details 
about the policyholder’s daily life. It did not foresee a 
negotiating process that might be compared to a chess 
match between a human and a computer.268 

The importance of that difference can be over-
stated. Many categories of insured loss (the most 
obvious of which is “pain and suffering”) have no 
objectively determinate value. At best, the “value” of 
a claim that includes pain and suffering is measured 
by the amount a claimant is willing to accept or a 
jury is willing to award. Because the law recognizes 
that the value of a claim falls within a range, the fact 
that one policyholder accepts less than another in 
settlement of a similar claim does not mean that the 
first policyholder has been cheated or short-changed. 

As in the case of claims investigations, however, 
regulators, judges, and juries might still recoil from 
the image of (policyholder) man vs. (insurance com-
pany) machine, or the sense that insurers are aiming 

sophisticated technological weapons against consum-
ers who find themselves “in a vulnerable economic 
and emotional position.”269 They might conclude, 
again, that the humane values reflected in insurance 
law—“due regard” for the insured, “fairness” and 
“decency”—will go undefended in that confrontation. 
This especially is of concern in jurisdictions where the 
insurer’s obligation to exercise good faith is a “quasi-
fiduciary” duty, arising “from the heightened reliance 
necessarily placed by an insured on the insurer.”270 

One possible way to alleviate these concerns is to 
segregate processes related to negotiation from those 
that are used in evaluating a claim. The calculation 
of a claim’s reasonable value can be conducted with-
out consideration of factors such as the claimant’s 
price elasticity or propensity to hire an attorney. 
Eliminating those factors should instill confidence 
that even vulnerable policyholders with poor negoti-
ating skills will receive nothing less than a reasonable 
settlement. By being transparent about the informa-
tion underlying the calculation, the insurer might 
also defuse some of the disquiet over the parties’ 
unequal bargaining abilities. As with claims investi-
gations, concern about the power of negotiating tools 
can be allayed by integrating the tools into a process 
in which human judgment gets the last word. 

Enterprise-Spanning Management
The professionals charged with resolving insur-

ance claims usually are employees of insurance 
organizations. As do other employees, they receive 
communications from corporate management about 
their company’s goals, performance, and profitability. 
They receive instructions about how to do their jobs 
and feedback in performance reviews. Their compen-
sation, benefits, and promotions depend on how they 
perform, as well as on the company’s profitability.

But claims professionals also are responsible for 
giving “equal consideration” to the interests of poli-
cyholders.271 If they are told their company is looking 
to reduce costs, it should be clear that the reductions 
may not come at policyholders’ expense. Otherwise, 
management’s statements can be used to exact a 
heavy price from the insurer in a bad faith claim.

A prime example is the case of Nardelli v. Metro. 
Group Property & Casualty Insurance Co., which 
was the result of a claim handler’s lengthy delay in 
declaring a vandalized Ford Explorer to be a total 
loss.272 Under Arizona law, a policyholder may receive 
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punitive damages on a bad faith claim, but only if 
it can establish that that the “defendant’s evil hand 
was guided by an evil mind.”273 As evidence of “evil 
mind,” the plaintiffs presented the jury with evidence 
that the insurer’s CEO had announced a goal of mov-
ing, in a single year, from a company-wide loss to 
$155 million in profits. The claims department was 
told it was “expected to contribute” to that project, 
and that the company had “adopted a policy to ‘be 
tougher on claims,’ ” because “every dollar counts, 
and we’ll do it one claim at a time.” The company 
set targets for the total amount of managers’ claim 
payments, and meeting those targets was a factor in 
annual compensation.274 

On the basis of that evidence, the jury awarded 
$155,000 in compensatory damages, and $55 million 
in punitive damages. On appeal, a court found:

[T]he jury could reasonably find the decisions 
[which the insurer] made in adjusting the 
[plaintiffs’] claim, were driven by financial self 
interest and not by the merits of the … claim 
or the terms of … [the] policy, and therefore, 
[the insurer] acted outrageously and with the 
requisite evil mind.275

Nardelli has something in common with the med-
ical payments cases that were discussed earlier.276 In 
both situations, plaintiffs’ attorneys were able to stage 
a morality play, in which implacable forces—either 
unfeeling machines or callous executives—overrode 
the compassionate impulses of claims profession-
als. “Enterprise-spanning” business intelligence sys-
tems—the kinds that “support all managerial levels 
and business processes” through “continuous busi-
ness process monitoring, in-depth data analysis, and 
efficient management communication”277—will cre-
ate new opportunities to revive that scenario.278 To 
avoid the fate of the defendants in Nardelli, insurers 
need to organize business intelligence systems in a 
way that insulates the process of adjusting claims from 
the influence of corporate-level decisionmakers. 

CONCLUSION

In Plato’s Laches, Socrates gets an acquaintance to 
concede that “a good decision is based on knowledge 
and not on numbers”—meaning that the opinion of a 

well-informed expert is more valuable than the views 
of an inexperienced majority. For Plato, the “knowl-
edge” that is the proper basis for decisions exists only 
within the souls of living human beings. In another 
dialogue, the Meno, Socrates seeks to prove that true 
knowledge is a memory of contact with an ideal real-
ity, which every individual had before being born. In 
yet another, the Phaedrus, he famously argues that 
technology (in this case, writing) can be an aid only 
to “reminiscence,” rather than to the kind of memory 
that constitutes knowledge. Written utterances, he 
says, are like paintings of men; they cannot respond to 
questions that probe their assertions, and they cannot 
adjust the way they express themselves to make them 
intelligible when circumstances change.

Plato’s theory of knowledge has been out of 
philosophical fashion for some time. In many aspects 
of life, society in general has abandoned the idea 
that facts recorded by inanimate technology are less 
valid or reliable than the stories provided by human 
memory. Yet the idea of eliminating human decision-
makers from “high stakes” decisions about vulnerable 
individuals continues to elicit an indignant response. 
Whether consciously or not, we still conceive of 
human agents as having unique access to the ideal—
so that they can act with equity, honesty and due 
consideration for others, in ways that are beyond the 
reach of predictive models, machine learning systems, 
or anything else that might be called “artificial.”

That perspective remains a fundamental fact of 
insurance law, even in the age of Big Data. Simply 
put, insurance law regulates the process of making 
insurance decisions, and it insists that they be made 
in the manner of human agents. That is the reason 
insurers can, on occasion, be chastised by regulators 
or penalized by jurors for practices, such as the auto-
mated re-pricing of medical bills, which cause them 
to act more consistently, and with greater objective 
accuracy. It is also the reason that even the most 
promising of Big Data tools must be inspected not 
only for its scientific validity and its literal compli-
ance with applicable regulations, but also for its 
degree of deviance from the favored paradigm of 
human interaction.

Big Data is here, and, over time, the law is likely 
to develop in ways that accommodate it. For the 
present, insurance lawyers need to approach it with 
the same energy and imagination that animates the 
engineers. 
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